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Abstract  
 

In this paper, a new method proposed for high energy physics problem combining discrete wavelet transform and neural network. 

DWT used to decrease the size of features and the output of DWT wired to the neural network. The neural network applied to 

classify the features that obtained by DWT. Several statistical parameters are calculated to evaluate the performance of the proposed 

method. The proposed method presented remarkable results when compared with previous studies.     © 2019 ijrei.com. All rights reserved 
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1. Introduction 

 

High energy physics data examination is an honest multivariate 

problem. Notwithstanding the detail that multivariate methods 

have remained applied in High Energy Physics for an extended 

period, the volatile development of machine learning (ML) 

methods throughout the previous two decades had lone an 

incomplete influence on the familiar chic in which data 

investigation is achieved in this arena. Lone lately an 

augmented attention in the ML knowledge learned in other 

ranges of discipline can be experiential. 

ML applied to different fields successfully such as face 

recognition, image classification, and data classification [1]. 

Then, in recent years’ number of studies presented which 

applied ML to high energy physics. Because the high energy 

physics is difficult and hot topic exactly in the last years, then, 

we developed software has ability to classify the high energy 

physics problem in low computation time and high accurate. 

 

2. Material & Methods 

 

2.1 Discrete Wavelet Transform (DWT) 

 

The discrete wavelet transform (DWT) is an application of the 

wavelet transform (WT) using a discrete set of the wavelet 

scales and conversions submitting some definite rules. On 

other hand, this transmute decays the signal into equally 

orthogonal set of wavelets, which is the chief variance from the 

continuous wavelet transform (CWT), or its application for the 

discrete time series occasionally called discrete-time 

continuous wavelet transform (DT-CWT) [2][1]. The process 

of DWT presented in Figure 1. 

 

𝐷𝑊𝑇(𝑖, 𝑘) =
1

√𝑎0
𝑗

= ∑ 𝑓(𝑛)𝜓 (
(𝑛 − 𝑎0

𝑗  𝑘 𝑏0
.)

𝑎0
𝑗

)       (1)

∞

𝑛=−∞

 

Where j, k, nZ and a0 > 1 

 

 

2.2 Neural Network 

 

ANN is a data treating model that is stimulated by the way 

biological nervous organizations, like the brain, procedure 

data. The key component of this model is the original 

organization of the data treating organization. It is collected of 

a great amount of extremely organized processing rudiments 

employed in agreement to resolve exact difficulties. ANN, like 

individuals, learn by instance. 
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Figure 1: DWT Process [4]. 

 

 

An ANN is arranged for an exact presentation, like pattern 

classification or data processing, over a learning procedure. 

Knowledge in biological schemes includes changes to the 

synaptic influences that occur among the neurons. The neural 

network mathematical model represented in Equation (2). 

 

𝑓(𝑥) = b + ∑ 𝑥𝑖

𝑛

𝑖=0

𝑤𝑖                        (2) 

 

Where n is number of examples, b is the basis, i is the loop that 

start from 0 to n, x is the input features, w is the weight [3-5]. 

See the simple neural network architecture in Figure 2. 

First column is the lesson label (1 for signal, 0 for background), 

shadowed by the 27 regularized features (22 low-level features 

then 5 high-level features). 

 

2.3 Proposed Method 

 

In this section, the data first read and then DWT applied to 

mine essential features from records that consist. The features 

calculated by using the Equation (1). Then, several DWT 

parameters are calculated such as (A1, A2, A3, D1, D2, and 

D3). Furthermore, data separate into two sets training and 

testing.  Generally, the system consists from number of station 

which in the first stage the data read. Then, calculate the DWT 

for each row data and divide the data into training and testing 

sets. The neural network trained by using the training sets after 

training complete the NN tested by testing set and the accuracy 

will be calculated. The process of the proposed method shown 

in Figure 3. 

 

Figure 2: Neural network architecture 

 

Figure 3: Proposed Method Structure 
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3. Results and Discussion 

 

The experimental results achieved by using MATLAB2018 by 

applying cross 10 to avoid the overfitting issue. Several 

parameters are calculated to evaluate the performance of the 

proposed method and the results listed in Table 1. 

 
Table 1: Experimental Results 

Parameter Proposed Method 

Sensitivity 1.0000 

Sensitivity 0.8850 

Specificity 0.9901 

Accuracy 0.9921 

 

Then, our study compared with best previous studies in this 

field and show that our method presented remarkable results 

see Table 2. 
 

 Table 2: Results Comparison  

ref Results 

Hind et al.[7] 0.9893 

Our Study 0.9921 

 

4. Conclusion  

 

In this study remarkable results obtained compared to previous 

studies. The DWT extracted high level and sensitive features 

in low processing time. This lead to obtain accurate results in 

low processing time when compared with well-known 

researches in this field.  

As feature work the DWT can apply to same field by 

combining with other classifiers. Furthermore, other signal 

processing functions can be applied to the same field. 
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